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Nanopass Back-Translation of Multiple Traces for
Secure Compilation Proofs
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Abstract. Many secure compilation chains aim at ensuring that if there
is no attack a source context can mount against a source program then
there is no attack an adversarial target context can mount against the
compiled program. One may, for instance, try to prevent attacks against
trace properties (e.g., safety), hyperproperties (e.g., noninterference), or
relational hyperproperties (e.g., observational equivalence).

Proving that these compilation chains are secure is, however, challenging.
For any target attack one has to exhibit a source context mounting the same
attack against the source program. Such back-translations can be highly
complex, especially for hyperproperties and relational hyperproperties.

We describe a novel back-translation technique that results in simpler
proofs, which can be more easily mechanized in a proof assistant like Coq.
Given any number of finite trace prefixes, our back-translation builds a
single source context producing these prefixes. We see the finite set of trace
prefixes as a tree of events, and use state in the back-translated context
to record the current position in this tree. The back-translation is done
in many small steps, each adding to the tree new information describing
how the location should change depending on how the context regains
control. To prove such a back-translation correct we give semantics to every
intermediate tree language and prove many small forward simulations,
basically seeing the back-translation as a verified nanopass compiler.

This technique allows us to prove in Coq a strong secure compilation
criterion for an existing simple compilation chain that was previously only
proved to satisfy a weaker criterion.

Introduction. Modern languages provide useful abstrac-
tions for programming securely, such as modules and in-
terfaces. However, compiling and linking with untrusted
low-level code (for instance, a library) doesn’t necessarily
preserve the security properties of the high-level program.
Indeed, such low-level code doesn’t have to respect the same
abstractions, and could actively attack the compiled program.
The main goal of a secure compilation chain is to protect
compiled code from such adversarial low-level code.
Abate et al. [1] recently introduced a range of security

criteria based on the preservation of classes of trace hyper-
properties against adversarial contexts. Achieving security
for a realistic compiler is difficult though; and yet more dif-
ficult is proving that such a compiler is indeed secure. Yet,
Abate et al. [2] showed that (a variant of) one of the weakest
criteria from [1], called RSC, is amenable to formal verifica-
tion in Coq, by proving the security of a compartmentalizing
compiler for a small C-like language.
This and most other secure compilation proofs rely on

back-translation [3, 6]: given a target context, and possibly
more information such as execution traces of this target con-
text, one must build a source context that “behaves like” the
target context. We propose a technique for back-translating
a finite set of finite trace prefixes into a single source context,
and a convenient way to prove its correctness. It can be used

to prove one of the stronger criteria of Abate et al. [1]:

RFrXC : ∀𝐾 ∀𝑃1 . . . 𝑃𝐾 𝐶𝑇 𝑚1 . . .𝑚𝐾 .

(𝐶𝑇 [𝑃1↓] ⇝𝑚1 ∧ . . . ∧ 𝐶𝑇 [𝑃𝐾↓] ⇝𝑚𝐾 ) ⇒
∃𝐶𝑆 . (𝐶𝑆 [𝑃1] ⇝𝑚1 ∧ . . . ∧ 𝐶𝑆 [𝑃𝐾 ] ⇝𝑚𝐾 ).

Given𝐾 programs (𝑃𝑖 )1≤𝑖≤𝐾 that, when compiled and linked
with the same target context 𝐶𝑇 , produce 𝐾 finite trace pre-
fixes (𝑚𝑖 )1≤𝑖≤𝐾 , we need to build a single source context 𝐶𝑆
that, when linked with the 𝐾 source programs, produces the
same prefixes. Each prefix captures the interaction between
the context and one program (calls and returns), as well as
external I/O or termination events. The RFrXC criterion is
a generalization of RSC to multiple programs and prefixes
and also implies preservation of noninterference and in our
setting also of contextual equivalence (so it implies the in-
teresting preservation direction of full abstraction) [1].
We build upon the secure compilation proof technique

from [2], as it cleanly separates the proof into several steps,
the most important ones being: a back-translation step pro-
ducing a source whole program from a single trace, a “recom-
position” step allowing to split apart and recombine pieces
of low-level programs, and standard compiler correctness to
navigate between languages. To adapt this proof technique
to our stronger RFrXC criterion, we only need to change
the back-translation step. Indeed, this is the only step that
needs to consider all the programs 𝑃𝑖 at once, since we must
construct a single context that will produce the appropriate
prefixes when linked with each of the programs. The other
steps, recomposition and compiler correctness, can simply
be applied pointwise 𝐾 times to obtain the stronger result.

The new back-translation is divided in several small simple
steps, just as a nanopass compiler, and its correctness is
obtained by proving simulations between the intermediate
representations. As a result, we are able to mechanize this
proof in the Coq proof assistant, resulting in several simple
simulation proofs.

Back-translation ofmultiple traces. Given trace prefixes
(𝑚𝑖 )1≤𝑖≤𝐾 our new back-translation generates not only one
source context 𝐶𝑆 , but also several source partial programs(
𝑃 ′
𝑖

)
1≤𝑖≤𝐾 which together with the context produce the given

prefixes. We take inspiration in the back-translation from [2],
which keeps track of one private counter per component
storing the current location in the trace and dictating what
event the back-translated context should emit next. We also
take inspiration in an RFrXC proof from [1], which devised
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a multiple-trace back-translation for purely functional lan-
guages. This time, and as in [2], we allow and rely on state to
store metadata allowing the program to know what part of
the trace it already executed. We describe next, on an exam-
ple, a simplified version of the back-translation generating a
single context that produces the given trace prefixes.

Generating the context. we first observe that the set of
prefixes that we have to back-translate can be represented
as a tree of events. For instance, consider the three prefixes:
𝑚1 = Call 𝐶 𝑃 40; Ret 𝑃 𝐶 41; ⇓
𝑚2 = Call 𝐶 𝑃 40; Ret 𝑃 𝐶 42; ⇑
𝑚3 = Call 𝐶 𝑃 40; Call 𝑃 𝐶 43; Ret 𝐶 𝑃 44; Ret 𝑃 𝐶 41; ⇑

where ⇓ represents termination, ⇑ represents divergence,
Call 𝐶 𝑃 𝑛 represents a call from context to program with
argument 𝑛, and similarly for the other events. We use the
following tree to represent them:

Call 𝐶 𝑃 40 : 1

Ret 𝑃 𝐶 41 : 2

⇓ : 3

Ret 𝑃 𝐶 42 : 4

⇑ : 5

Call 𝑃 𝐶 43 : 6

Ret 𝐶 𝑃 44 : 7

Ret 𝑃 𝐶 41 : 8

⇑ : 9

We give a unique identifier to each node, here in red and
bold, which we call the “location” of the node in the tree. In
the back-translated context, we will allocate a designated
memory cell loc that stores this number, called the location
of the context. During the execution, we maintain the in-
variant that loc always stores the location of the last event
executed. The context uses this information to know which
event to perform next and how to update loc. For instance,
if the current loc is 0 (corresponding to the initial state),
then the tree tells us the context must call the program with
argument 40, and update its own location to 1.

However, the next event is controlled by the program, so
the context does not know yet what location is next: 2, 4, or
6. Hence, when it recovers control, it must determine what
its new location is, based on both the previous location it
still has stored in loc, and whether it gains control by being
called or being returned to.

Suppose for instance that when the context recovers con-
trol, its location is still 1. If it just got returned to, then it
must be either at location 2 or 4, depending on the value
returned, and it can update its location accordingly. Note
that the new location cannot be 8: while this return corre-
sponds to the same call as the one of location 1, the context
must have gotten the control back at least once before this
point (7), and hence it has already updated its location to not

be 1 anymore. This also explains why the context behaves
differently despite being returned the same value (41) both
when going from 2 to 3 and from 8 to 9; in the latter case its
state would not be the same though, having been modified in
7. If instead of a return it receives a call at location 1, then it
has to check the argument of the call and update its location
accordingly: here, the next location will be 6.

To obtain a contextwith this behavior, the back-translation
proceeds in many small steps, like a nanopass compiler [4]:
• It first stores the parent node’s location inside every node.
• It then gathers answers to questions such as “if I’m called
with argument 𝑧 in location 𝑛, what is my new location?”
and “if I’m returned value 𝑧 in location 𝑛, what is my new
location?” by performing tree traversals and storing this
information inside the corresponding nodes.

• It then uses this gathered information to generate for each
tree node several expressions that perform the updates to
the location and that emit the events.

• Finally, the tree is flattened, and all expressions are joined
into a single expression, using nested if-then-else con-
structs to branch on the location of the context.

Generating the programs. We also perform the same
back-translation in order to obtain 𝐾 source programs 𝑃 ′

𝑖 ,
that will be used in the next steps of the RFrXC proof. The
only difference this time is that we obtain 𝑃 ′

𝑖 not by back-
translating the whole set of prefixes anymore, but instead
by applying the previous algorithm on the singleton {𝑚𝑖 }.

Correctness of the back-translation. We prove this back-
translation correct by giving a formal semantics to each
intermediate representation of the prefixes, and using stan-
dard CompCert-style simulations [5] to relate them. In other
words, we see proving that the back-translated context in-
deed produces the prefixes as a compiler correctness prob-
lem, where the compiler is the back-translation, the source
language is the set of prefixes, and the target language is
the high-level language. We believe this structure simplifies
reasoning about the back-translation, as it allows us to rea-
son in small incremental steps instead of in a single, large
transformation relying on complex invariants.
The first language of trees has a very simple small-step

semantics given by the following rule:
Node 𝑒 𝑇 ′ ∈ 𝑇

(𝑇, 𝑒 :: 𝑡) →𝑒 (𝑇 ′, 𝑡)
A state consists of a remaining trace 𝑡 and a list of remaining
subtrees 𝑇 , where Node 𝑒 𝑇 ′ is the tree whose root is the
event 𝑒 and whose children are the trees in the list 𝑇 ′.
At each step of the back-translation, we add more infor-

mation to the trees, and at the same time, we use ghost state
in the semantics to enforce explicitly the invariants of the
execution. For instance, the next step of the back-translation
is to add the location to each node, and the state becomes a
triple that also contains this location that is updated as the
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execution progress through the tree. This location is updated
so that it always contains the location that will be stored
in the concrete state when executing the back-translated
program in the source semantics. Eventually, in the last sim-
ulation proofs, we prove that this ghost counter is always
equal to the concrete value stored in loc cell when the back-
translated context is executed.

This allows us to progress step-by-step in the proof, only
considering one invariant at a time, and as such considerably
simplifies the mechanization of the proof.

Conclusion, future work. With this work, we aim at pro-
viding a back-translation technique that is general and mod-
ular enough to be reused in different proofs of secure com-
pilation, in a proof assistant like Coq. We are also working
on applying this back-translation technique to the compiler
from [2], and hope it will soon replace the previous proof.
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